
• We’ve done a lot over the past 30 years to improve. 
• Automation improvements
• Modernization of equipment
• Countless CI projects
• Now at 115% of design capacity
• A testimony to our people and leadership. 



• Digitization beyond instrumentation, 
automation, HMI, etc..

• How we work, our routines & procedures: 
• what & how we do what we do

• Better management of our assets (APM)
• Downtime avoidance strategies
• Improved Analytics

• Mobility plant wide

• Begin collapsing OT & IT domain

• Reduce friction of our tools

• Improve our shift cadence 

Improve overall Operational efficiency
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Operations, Maintenance, Safety

LOG BOOK



• Production fell short. Goal = 466kBDFT, Actual = 250k
• Downtime on:

• Core Dryers Plug @ 1:30am,1hr 20 min 
• Flakers down @ 4:15am, 2hr 40 min

• Quality was good - 98.5% “A” grade, 1.5% shop
• Safety – No DTZ’s
• Had Environmental excursion due to data losses that 

is permit related. (3:16am)
• Had to take down WWTP to repack pump 

seal.(12:31)
• We don’t know any more details – hard to establish 

cadence based on this info



Our journey today – the cadence of the shift
Steps toward being more Digitized

Previous
Shift
Logs

Having a
Bad day



Rotary Dryers

3 We can’t run reports or do long term 
analytics to help improve

1 A plug means downtime and loss of 
production (1hr 20 min)

2 Log books don’t have accurate data of 
what took place, when, why, how long 






3 Quick, cloud based subscription 
licenses… No capital project

1 Fast downtime determination with mobile 
tools

2 Digitize the what, when, how long & why   
(assign cause)



Lets take a look



Background Discussion
Problems:
- Manually written
- No standards for logging

- Who/What/Where/When/Why
- Downtime data is mixed with 

other information, and isn’t 
categorized



Background Discussion

September 3, 2016 
- “Dryer was taken down due to fire”

January 20, 2017 
– “Fire. Production stopped.”

August 1,2018 
– “Dust in dryer burnt. Set off alarms.”



Lets take a look

Easy tracking of downtime



04-15 -1-Login to website

Key Points:
- Online.wonderware.com
- Free 45 day trial



04-15-2-SelectDryer



04-15-2-
ZoomOnDowntime.



04-15-2-
ZoomOnDowntime.



Enter comment why Dryer 
went down.

Split TimeMerge Time

Edit



Enter comment why Dryer 
went down.



Talk about this on the 
0415-3-FlakerTime.



04-15-2-
ZoomOnDowntime.

Key Points:
- Accurate data capture
- Avoid searching paper logs



palletizer



Lets take a look

Easy tracking of downtime

Analysis of where downtimes 
most frequently occur



palletizer



Desc.

OEE: Overall Equipment Effectiveness

OEE = Availability * Performance * Quality



Desc.



Desc.



Desc.



Lets take a look

Easy tracking of downtime.

Analysis of where downtimes 
most frequently occur.

Solution which requires minimal 
maintenance.









InSource X0 Solutions:
- Installed, Configured, and 

Maintained by InSource
- Powered by AVEVA Insight
- Rapid deployment
- 1/5th the cost, and 5x the ROI of 

traditional solutions



Lets take a look

Easy tracking of downtime

Analysis of where downtimes 
most frequently occur

Solution which requires minimal 
maintenance



3 No large capital project – Quick, Cloud based, 
Subscription model (X0)

1 Identifies downtime accurately: when/how 
long/assign cause. Calculates OEE

2 Mobile access to analytics. Frictionless 
operation for each user

Insight Performance

Full Cloud

Ownership options: License & Adoption 



Our journey today – the cadence of the shift
Steps toward being more Digitized

Previous
Shift
Logs

Discovery
What 

happened

Cloud 
Performance

Having a
Bad day



3 Infrastructure is expensive to maintain 
and tools are limited

1 Multi-variables downtime can be complex 
to determine root cause 

2 Analytics are tethered to the office or 
control room

Moisture P Press

Air Flow

Why a 
Dryer plug?

Speed

Suction
Press









3 Quick, cloud based subscription 
licenses… No capital project

1 Tools for fast determination of root cause 
anywhere, anytime (mobile)

2 Determine if  we can predict failure by 
some set of rules

1. Are there anomalies?
2. Is there a repeatable 

pattern?

And yes, mobile required

Speed



Lets take a look



Lets take a look

Make it easy to see our history



Show insight search

Key Points:
- Used for Downtime AND History
- No client software to install



desc

Air enters 
from Furnace

50,000CFM
1600 Deg F

Air exits 
towards 
Cyclone

Moist Green Flakes
~60% moisture

Flakes exit
4-8% moisture



Show insight search

Key Points:
- Search by partial match on tagname 

or description



Go to Gallery and look at chart types.



Go to Gallery and look at chart types.

Key Points:
- Gallery shows chart options



Go to Gallery and look at chart types.



Save trend Options:
- Share charts with others
- Get URL to Embed chart elsewhere
- Download the data as a CSV
- Save charts to view later



Save trend

Key Steps:
1) Name it



Save trend

Key Steps:
1) Name it
2) Tag it



Save trend

Key Steps:
1) Name it
2) Tag it
3) Share it



Making a new chart with 3 Tags:
- Air flow out of the Dryer
- Speed of Green Bin adding wood to Dryer
- Moisture of the wood being added



Key Point:
- Actual value is displayed at cursor
- Scaling can be adjusted



Key Point:
- Time frame can be adjusted at 

bottom of screen



Key Point:
- Tags can be turned on/off from 

bottom of chart, or removed via 
tag list on right



Key Point:
- Tags can be turned on/off from 

bottom of chart, or removed via 
tag list on right



Pattern for Failure:

Green Bin speed > 8 inches/min
AND

Airflow unable to dislodge the plug naturally
THEN

Pipe will continue to constrict until fully plugged

Small Clogs
Naturally occur 

and pass

Larger Clogs
Continue to 

grow

Operator 
increases Green 
Bin speed to 11

Operator 
increases Green 
Bin speed to  8





Lets take a look

Make it easy to see our history

Build Dashboards



Key Point:
- Able to aggregate charts by 

common keyword



Key Point:
- Dashboards can be customized.



Lets take a look

Make it easy to see our history

Build Dashboards

Mobile Access



Key Point:
- Charts built online are 

available in app



Key Point:
- Allows for familiar 

Pinch and Zoom 
experience



Key Point:
- Comments can be 

added to the data



Key Point:
- Comments can then 

be seen in app



Key Point:
- Comments can then 

be seen in app and 
online



Lets take a look

Make it easy to see our history

Build Dashboards

Mobile Access



3 Dashboards & views are User customizable 
without programming  (less friction)

1 Helps identifying root cause through cloud-
based process history & machine learning 

2 Cloud-based means Mobile access. Low initial 
investment, quick install, no infrastructure

Insight History

Ownership options: License & Adoption 




